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● Origin 
○ Fast Machine Learning started not long after the HLS4ML paper
○ We were exploring a way to bring together the community around FastML

■ Clear interests were emerging from others at the LHC 
● Fast ML was put together more concretely by end of 2019

What is Fast Machine Learning?
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Cultivate resources in support of the multi-disciplinary Fast ML for Science community of 
domain science, machine learning (ML), and engineering researchers for the 
advancement of accelerated and autonomous scientific experimentation

● Organization and administration of regular meetings, events, and conferences to 
encourage the cross-pollination of ideas within the community and foster an 
inclusive environment for promoting new, multi-disciplinary collaborations

● Development and support of open-source software packages, firmware tools, 
hardware platforms, and benchmarks that increase productivity and accessibility to 
novel research techniques

● Community engagement and collection of feedback to ensure that activities are 
aligned with the needs and goals of community members

Mission



FastML Conferences and Workshops 
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J. Duarte



White paper

Snowmass https://arxiv.org/pdf/2203.16255 

Snowmass https://arxiv.org/pdf/2204.13223 

https://arxiv.org/pdf/2203.16255
https://arxiv.org/pdf/2204.13223


● Organize regular meetings, events, and conferences to encourage the 
cross-pollination of ideas within the community

○ https://indico.cern.ch/category/11842/ 

Communication within FastML at different tiers 
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One of these Every Friday
@8am/10am/11am/17h      
    PDT/CDT/EDT/CEDT

Once a year

Occasionally

https://indico.cern.ch/category/11842/


What are the goals of fast machine learning
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● Conveners:  Benjamin Ramhorst (ETH-Z), Jan-Frederik Schulte (Purdue)
● Two types of meetings: 

○ Type I : Survey the community for new ideas related to FPGA/ASIC programming
■ Here we often talk about community tools (not just HLS4ML)
■ Sometimes we hear about new scientific applications

○ Type II : Current status and planning of the HLS4ML software

HLS4ML(Embedded Systems) Subgroup
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● Conveners: Yongbin Feng (TTU), Yuantang Chou (UW), Ethan Marx (MIT)
● This meeting aims to cover our work with large scale compute clusters

○ How do we run Machine Learning Fast, but focusing on conventional tools and large scale
○

Coprocessor Subgroup
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● Conveners: Phil, Nhan Thea
● Goal here is to present FastML(adjacent) studies that can have high impact

○ We want to highlight  developments in the field that are relevant
○ Often this includes highlighting new technology and other scientific domains

FastML General Meeting
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● Large variety of different domains and benchmarks 
○ Actively working to connect this with greater ML benchmarking efforts 

FastML benchmarking 
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Through A3D3 
organized an 
challenge with 600 
teams



● Connecting FastML to the benchmarking community 
○ Looking towards a website that can allow us to organize benchmarking
○ These elements are critical towards building robust Science drivers 

FastML benchmarking 
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We are aiming to 
extend work on ML 
Challenges, 
benchmarking and 
performance to make 
a Computing axis for 
future scientific 
benchmarking

w/MLCommons Science



● We are regularly organizing tutorials and adjacent workshops 
○ Recently hosted a workshop at ICCAD in 2023 
○ Looking to organize a NeurIPS Wrokshop this year (fingers crossed)

FastML Tutorials and Workshops 

14



FastML Engaging the public
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● Active collaborations with many different members of industry
○ Working with members of AMD, Nvidia, Siemens, Microsoft (preivously), Intel, Graphcore,...
○ Much of our work has direct benefits with industry

● We see industry as a key player in helping scientific goals of FastML

FastML Engaging Industry
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● Next Generation Trigger Project has elevated FastML at the LHC
○ https://nextgentriggers.web.cern.ch/ 

● Goal: establish working, cross-collaboration environment around triggering
○ Aligned workpackages and integration throughout all tiers of the LHC

FastML connections with the LHC
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https://nextgentriggers.web.cern.ch/


● Many domains are emerging that benefit from FastML 
○ Astro, Plasma Physics, Neuroscience, Quantum Computing, Nuclear Physics , Health… 

● We are constantly seeing interest to expand to many different domains

FastML connections with Other Domains
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Materials 
Science

Neuroscience

Nuclear Physics

Astrophysics
https://github.com/ML4GW 

https://github.com/ML4GW


● We are working to highlight the importance of FastML to the US

FastML Sustainability Goals
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Cultivating an ecosystem is 
important

Workshops like this one are 
essential! 

We are happy to see more 
interested people!



● Towards a more sustainable and transparent community 
○ We would like to continue growing the community 
○ Your input is essential to keeping the community vibrant and dynamic 

● Discussions in the last 1.5 years about how to evolve the community 
○ At its heart, we are open-source and open science driven

■ We want to continue to support the open source environment 
■ Looking for away to sustain FastML for a long period of time 

● Possibility of support of projects and resources 
○ A complicated process but we have learned a lot about other open-source models through 

this exploration – 
■ https://fastmachinelearning.org/pose/ – work in progress

● More Generally we are excited to hear from all of you 
○ Keep in touch with the community throughout the year 
○ Subscribe to the e-group hls-fml@cern.ch, join Slack, and attending meetings

Conclusion and looking forward
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Hope to see you there! 
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