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Why AI/ML Education Now?
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• AI/ML is transforming science and industry
‣ HEP: AI/ML used in real-time event triggering  
‣ Medical: CNNs deployed for on-device diagnosis 
‣ Industrial robots: AI/ML used for safety-critical control

2025/04/15 4Yun-Tsung Lai (KEK IPNS) @ PHYS476

Evaluation kits of Versal

source: Xilinx website

● Features the VC1902 Versal AI 
Core series

● For using AI and DSP engines 
with greater compute 
performance that current server 
class CPUs

● Features the VM1802 
Versal™ Prime series

● The world’s first ACAP

● A software programmable 
infrastructure and connectivity

● Features the Versal AI Core Series

● For (AI) Engine development with 
Vitis and AI Inference development

● Hardware acceleartion card

● Features Versal™ Premium 
series VP1202

● Multiple high-speed 
connectivity option 

● Massive serial bandwidth, 
security, and compute density

VCK190 VMK180

VCK5000
VPK120

● Features the VH1582 Versal™ 
HBM series

● convergence of memory, 
compute, and connectivity with 
32G HBM and 112G PAM4

VHK158

VEK280

● Features the VE2802 Versal 
AI Edge series

● Simpler version of VCK190

● AIE-ML

• Education must catch up with edge & scientific AI/ML
‣ Modern AI/ML chip requires a unique  

development platform (e.g., Versal AI Engine,  
see Yun-Tsung’s slides)

• STEM students need more than just Python skills
‣ Hardware integration (FPGA, embedded systems)  

— can it run in 1μs on FPGA?

https://drive.google.com/file/d/1141U363bYhxBPfU1NAMug0FwPFXV8vMK/view?usp=sharing


Course Overview - PHYS476
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• From digital circuit design to AI/ML inference 
on FPGA 
‣ First half: logic design (Verilog), simulation & 

synthesis with FPGA training board. 
‣ Second half: AI/ML design and optimization

• Upper-division course for physics majors
‣ Undergraduate, graduate, and postdoc 
‣ Weekly lecture + lab (Tuesday and Thursday, 3 hrs each)

• Goal: AI/ML x hardware literacy for physicists
NEXYS-VIDEO



Design Tools
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1. Digital Circuit Design

2. Neural Network Design

3. hls4ml IP Generation

Keras/QKeras 
 (Tensorflow as backend)

VIVADO + VITIS (software 
development)

Keras → HLS (C++) HLS → RTL



Hands-on (Circuit Design)
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• Verilog-based logic circuits:  
Counters, Timers, Clock (PLL/MMCM), FSMs, FIFOs, Ethernet I/O 

• Embedded system: MicroBlaze, ZYNQ, SoC 
• Vivado simulation and synthesis

Project-1: Custom digital design
‣ Cosmic Ray Counting, TDC, OSERDES

IP Integrator
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Add IP from IP Integrator: “ZYNQ7 Processing System” 
Then click on “Run Block Automation”

Schematics

41

FIFO and MMCM are connected 

MMCM
FIFO

Vivado Simulation

24

hls4ml_start/done

waveform data in
output from hls4ml IP

input: 32 bit x 100

output: 32 bit x 4 



Hands-on (AI/ML Design)
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• AI/ML basics and model design in Python (Keras/Tensorflow) 
• Quantization and Pruning for resource optimization 
• HLS model conversion with hls4ml 
• Optimize hardware with directives (pragma statements)  

in HLS tool and generate IP core 

Project-2: NN classifier design/optimization for Belle II PID

Resource Usage

29

Performance - hls4ml

24

Comparison between Keras vs hls4ml. The observed 
degradation in classification performance is attributed to 
post-quantization in hls4ml.

Keras HLS



Final Project
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2D Tracking
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• We consider a simplified particle tracking 
detector with a 30x30 sensor grid. 

• Each simulated event contains 0 to 2 
straight-line tracks, along with 2% 
random noise hits. 

• The hit map (left) shows all sensor 
activations (1), and the label map (right) 
shows the classification of each cell: 
‣ 0: background/noise (black)
‣ 1: track-1 (red)
‣ 2: track-2, shorter track (blue)

Digitized Waveform
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• Each event contains 100 data points 
along with 4 truth parameters: 
‣ Peak position: sample_0[evt][0] 
‣ Peak width (sigma): sample_0[evt][1] 
‣ Peak amplitude: sample_0[evt][2] 
‣ Baseline (pedestal): sample_0[evt][3] 

• The example plot shows one waveform 
with a Gaussian-shaped pulse and 
background noise

Yun-Tsung Lai (KEK)

mean, 
sigma,
pedestal, 
height

Students select one of two projects: 
(1) 2D Track Reconstruction (CNN)
(2) Waveform Analysis (DNN)

• Model design and training 
• Resource estimation and IP generation 
• Full system integration on FPGA with real I/O . 
• Integrated Logic Analyzer (ILA) is used for FPGA-level verification.



Design Overview
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hls4ml 
IP

FPGA

FIFOLogic
input

output

Logic

• The AI/ML alogorithm is developed on your PC. 
• FPGA receives inputs and returns outputs for validation 
• Output can be compared with the PC-generated result to 

verify correctness



Challenges & Opportunities 
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• Balancing AI/ML theory and hardware implementation in 1 semester 
• Students come from diverse backgrounds (undergrad, grad, postdoc) 
• Tools are evolving rapidly (Vivado, Vitis, hls4ml, AI Engine, …)

Current Challenges in PHYS476

• Rising demand for AI/ML in physics and enginnering 
• Interdisciplinary teaching across departments
• Hardware-aware AI/ML education beyond CS programs

Broader Trends in AI/ML Education



Outlook
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• PHYS476 = a step toward unified scientific AI/ML education
• Next steps: 
‣ Expand curriculum (summer school?) 
‣ Share materials (open syllabus/code) 
‣ Collaborate with broader AI/ML education efforts

Acknowledgements:  
Thanks to all students of PHYS476, the 
UH Department of Physics & Astronomy, 
and DOE-HEP for their support.



Backup
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hls4ml IP
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• Once registered, hls4ml IP 
(MyProject) appears in IP 
Catalog

• ap_ctrl: Control signals  
• fc1_input_ap_vld: Signal indicating the input is valid. 
• fc1_input[47:0]: 48-bit fixed-length input vector. 
• layer13_out_ap_vld: Signal indicating the output is valid 
• layer13_out[15:0]: Output result



Vivado Simulation
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ap_start ap_done

fc1_input: 0x0001_0002_0003 (48 bit data)

layer13_out: 0x0049 (16 bit data)

ap_vld

ap_vld

• 48 bit fc1_input is given as 0x0001_0002_0003, corresponding to 
three 16-bit fixed-point values for the input features (dim1, dim2, dim3). 

• The 16-bit output layer13_out = 0x0049 (73 in decimal) is valid and 
marked by layer13_out_ap_vld = 1. 

• NN output is interpreted as 73 x (1/1024) ~ 0.0712
*This fixed-point format has a 
fractional bit width of 10, which 
gives a resolution of 1/1024.



Input/Output Data 
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• Input data (dim1, 2, 3) used for the NN 
training ranges from 0 to 50. 

• Output data ranges 0 to 1 as a 
probability (sigmoid).

dim1 dim2 dim3

NN output



TOP Module
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• The next step is to prepare a top module 
(top.v) for synthesis.  

• After synthesis, proceed with 
implementation and bitstream generation. 

• You will also need to define the overall 
FPGA design, including I/O and how to 
supply input data to the IP.

hls4ml 
IP

FPGA


